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Abstract— A hybrid beamforming technique for multiple antenna re-
ceivers is introduced. It is a combination of a simple fixed beam method
and the adaptive eigen beamforming algorithm. This two-stage solution
allows for a user-specific scalable trade-off between performance and com-
plexity, depending on the interference scenario. Furthermore, the dimen-
sions of the eigen beamforming stage can be reduced with only slight perfor-
mance degradation. The hybrid scheme is compared with the stand-alone
algorithms in different 2-user scenarios under ideal as well as under more
realistic assumptions. It is shown, that in many scenarios the fixed beam-
forming stage is sufficient. In more severe interference scenarios, the hybrid
techniques approaches the performance of the eigen beamformer with less
complexity.
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I. I NTRODUCTION

B
EAMFORMING is a promising technique to improve both
capacity and coverage in mobile communication systems.

The latter exploits the antenna gain to extend the cell sizes,
which is an important feature especially concerning the initial
roll-out of new systems such as UMTS. The capacity is en-
hanced by forming adaptive beam patterns which suppress the
interference power.
Efficient algorithms are needed, which are capable to adapt to
the spatial interference situation. On the other hand, complexity
is a very important issue. A lot of methods have been proposed
in the past, however, the complexity is often very high when
considering current receiver structures.
Theeigen beamformer[1] maximizes the signal to interference
and noise ratio (SINR) for each user and for any spatial config-
uration. Since the beamforming and the weight calculations are
done user-specific, the complexity is still high. One of the sim-
plest possibilities is to form a number of static beams in different
directions to cover the whole sector of interest. Thisfixed beam-
forming [2] is done only once for all users. For each user, the
best beam signals are selected and maximum ratio combined.
However, the adaptivity is low for some scenarios.
This paper describes a novel hybrid method which combines
both algorithms. Here, the eigen beamformer operates on the
beam signals generated by a fixed beamforming network rather
than on the aperture signals.
For the sake of convenience, most considerations throughout
this article are made for frequency-non-selective channels, i.e.
with no multipath dispersion present. Similar to [1] the insights
are easily extended to the frequency-selective case by repeating
the operations for each channel tap. The results in section V
consider frequency-selective channels.
Furthermore, the wide sense stationarity (WSS) assumption is
used, i.e. the environment is assumed to be constant for a cer-

tain time interval. In other words, fast-fading is considered, but
not slow-fading.
The structure is as follows: section II describes the concepts of
the eigen beamformer, the fixed beamformer and the novel hy-
brid beamformer. Section III introduces the simulation scenar-
ios and parameters which are used in section IV to analyze and
to compare the three methods under ideal assumptions. More
realistic simulation results are presented in section V. Finally,
the main aspects of this work are summarized in section VI.
Throughout this paper, matrices (e.g.R) are written in capital
bold letters, vectors (e.g.~r) in small letters with an arrow,Efg
is the expectation, and the superscriptH denotes the conjugate
transpose of a vector or a matrix, respectively.

II. B EAMFORMING RECEIVER CONCEPTS

Figure 1 depicts the conceptual structure for a beamforming
unit of a multiple antenna receiver.
The antenna array receives aKa�1 vector signal~r(t), where

Fig. 1. General Beamformer Receiver Structure

Ka is the number of antennas and the elements of~r(t) are the
aperture signals. The received vector signal includes the desired
vector signal~x(t) and some vector perturbation~n(t) corrupt-
ing the desired signal. The latter might be arbitrary interferer
signals and/or thermal receiver noise1. In the sequel this pertur-
bation is denoted as noise, although it contains also interference
components.

~r(t) = ~x(t) + ~n(t) (1)

Signal~x(t) and noise~n(t) are assumed to be mutually uncor-
related. However, the element signals in~x(t) and~n(t) are in
general spatially correlated. These correlations are expressed in
the spatial covariance matrices

Rxx = Ef~x(t) � ~x(t)Hg ; Rnn = Ef~n(t) � ~n(t)Hg (2)

These correlations depend in particular on the angular spread of
the impinging signals. A wide angular spread means low cor-
relations and vice versa. An angular spread of0o, i.e. a single

1The receiver noise superimposes in the RF part of the receiver. For the sake
of convenience, it is included in the antenna signals here



discrete direction, translates to total correlations.
The general task of the spatial processing in figure 1 is to com-
bine the vector signal~r(t) to a scalar signaly(t) where the de-
sired signal should be maximized and the noise should be min-
imized. The scalar signaly(t) is then fed into following scalar
signal processing units, which might be for instance despread-
ing, channel decoding or bit decision, depending on the system
properties.
Maximum ratio combining (MRC) maximizes the SNR [3] in
the presence of uncorrelated noise, i.e. for a diagonal structure
ofRnn.
For an arbitrary structure ofRnn, the Wiener solution [4] max-
imizes the SINR.
In the case of correlated desired signals~x(t), i.e. a non-diagonal
structure ofRxx, the correlations can be exploited resulting in a
dimension reduction of the signal space which in turn simplifies
the MRC or the Wiener solution, respectively. This is utilized
by the eigen beamformer.

A. Eigen Beamformer

Figure 3 shows the structure of the eigen beamformer [1].
The received signal~r(t) is used to estimate the spatial covari-

Fig. 2. Eigen Beamformer Receiver Structure

ance matrices of the desired signal and the noiseRxx andRnn.
A generalized eigen value decomposition (EVD) is applied to
the covariance matrices. All eigen vectors are used to transform
the received signals~r(t) from theKa-dimensional aperture do-
main into theKa-dimensional eigen domain.
The resultingeigen signals~rW (t) have two important proper-
ties:

1. Both the signal and the noise components in the transformed
signals~rW (t) are uncorrelated.
2. The SINR is not constant over the transformed signals, but it
occurs concentrated.

The consequence of the first property is, that now MRC is used
to combine the eigen signals~rW (t) to the signaly(t). Moreover,
due to the SINR concentration, the signal space can be reduced,
i.e. aKf -dimensional subset of theKa eigen signals is usually
sufficient to describe the complete signal space. The more cor-
related the aperture signals~r(t) are, the larger is the dimension
reduction, e.g. a single discrete direction spans a 1-dimensional
signal space.
The algorithm adapts to the current spatial scenario. In the SINR
sense, it optimally suppresses arbitrary noise and amplifies the
desired signal.
Note, that the transformWH needs not to track the fast fad-
ing, it only depends on the environment. That is,WH has to be

updated only very seldom. With the WSS assumptionWH is
constant. Hence, the computational complexity is low.
However, the covariance estimation, the EVD and the transform
are carried out for each user. Considering a receiver architecture
serving a large number of users, this is a critical point.

B. Fixed Beamformer

One of the simplest beamforming techniques is the fixed
beamformer [2]. A limited numberKb of static beams is steered
in different directions. A popular method is the application of
a Buttler matrix at the radio frequency. Without loss of gener-
ality, the fixed beamforming is assumed to be a baseband op-
eration. Figure 5 shows an example, where a 6 element uni-
form linear array (ULA) with�=2 element spacing is used to
cover a120o sector withKb = 6 beams. The beam direc-
tions are assumed to be uniformly spaced resulting in the set
f�50o;�30o;�10o; 10o; 30o; 50og.
Steering fixed beams can be expressed as aKb�Ka transform
T
H , where the columns ofT are the array response vectors in

the look directions of the chosen beams. In the sequel, this trans-
form TH is denotedaperture beam transform(ABT). It is the
core of the fixed beamformer receiver structure in figure 3.

The ABT transforms the aperture signals~r(t) into the beam

Fig. 3. Fixed Beamformer Receiver Structure

domain. For each user theKf best beam signals are selected
and maximum ratio combined.
The ABT is performed once for all users. Only the beam selec-
tion and the MRC is user-specific. Hence, the complexity of the
fixed beamformer is very low. Furthermore, it fits very well to
current single antenna receiver concepts.
Comparing figure 2 and figure 3, the fixed beamformer can be
considered as a rough approximation of the eigen beamformer.
However,TH in general does not completely decorrelate the
desired and the noise signals. That is, MRC of beam signals
is suboptimal. In addition, the SINR concentration usually is
lower than in the eigen beamformer, i.e. usually more finger
signals are required to determine the signal space.
Nevertheless, section IV shows, that the performance of the
fixed beamformer is similar to the eigen beamformer in most
scenarios. The fixed beamformer obviously degrades for the fol-
lowing cases:

1. The desired signal impinges between two beam directions.
Then, in order to avoid a decreased antenna gain, both adjacent
beam signals are selected and MRC combined, although they
are highly correlated. This increases the numberKf of finger
signals.
2. Strong interferer signals in the vicinity of the desired signal
cannot be efficiently suppressed, especially if both are located



in the same beam.

C. Hybrid fixed/eigen Beamformer

In order to benefit at the same time from the low complex-
ity of the fixed beamformer and the high adaptivity of the eigen
beamformer, both principles are combined in the following.
From a system theoretical point of view, the beam signals and
the aperture signals span the same signal space, as long as the
ABT TH has full column rank, i.e.Kb � Ka. That is, applying
the eigen beamformer to the beam signals instead of the aperture
signals, leads to the same performance as the eigen beamformer.
This is done by the hybrid fixed/eigen beamformer depicted in
figure 10.
First, the decimator block is ignored, i.e.~rD(t) = ~rT (t). In

Fig. 4. Hybrid Eigen/Fixed Beamformer Receiver Structure

the first stage, the ABT transforms the aperture signals into the
beam domain as in the fixed beamformer. As already mentioned
in the previous section, the beam signals~rT (t) are not com-
pletely decorrelated. The eigen beamformer in the second stage
exploits the remaining correlations.
Up to now, the complexity is increased compared with the eigen
beamformer due to the additional ABT. However, the complex-
ity can now be strongly reduced by two different steps:

� In scenarios, where the fixed beamformer shows acceptable
performance, the decimator and the transformWH can be by-
passed, i.e.~rW (t) = ~rT (t). This ends up in the fixed beam-
former structure shown in figure 3.
� In other scenarios, the ABTWH can be considered as a spa-
tial prefilter which to some extend leads to a decorrelation and
an SINR concentration. Therefore, the dimension of the signal
space can be reduced in the beam domain with only slight per-
formance degradation. This is done by the decimator in figure 4,
which selects aKc-dimensional subset of theKb beam signals.
The covariance estimators, the EVD and the transformWH are
clearly simplified by this decimation.

Considering such an architecture with a large number of users,
each user chooses, depending on its interference scenario,
whether to use the bypass mode (equivalent to fixed beam-
former) or the hybrid mode, where the decimator (parameter
Kc) is adjustable. That is, such an architecture provides a user-
specific scalable trade-off between performance and complexity.
The eigen beamformer and the fixed beamformer are included as
edge points.

III. SIMULATION SCENARIOS

The described algorithms are analyzed in section IV by help
of link-level simulations under ideal assumptions. Section V
compares the beamforming methods under more realistic condi-
tions. The environments for the conducted simulations are pre-
sented in the following.

A. Simulation Chain

The simulations are based on the UTRA FDD2 uplink. De-
tails on this standard are found in [5]. In such a wideband
CDMA system with variable spreading factors, challenging in-
terference scenarios are those, where several subscribers use
small spreading factors. Here, spreading factor 8 is chosen,
which corresponds to a 128kbit/s streaming service.
The channel model is a Rayleigh fading channel with a Jakes
Doppler spectrum and a velocity of 120km/h. According to
the WSS assumption, no slow-fading is considered. The spa-
tial properties are established as derived in [6].
All signal processing is done on chip-level, i.e. the influence of
the chip-filters is not taken into account. Power control is not
included.
For the analysis in section IV the channel is frequency-non-
selective and constant over one slot (667�s). The instantaneous
channel coefficients as well as the spatial covariance matrices
are perfectly known to the receiver.
In secttion V, a more realistic parameter setting is chosen. Ac-
cording to [5], a 4-tap channel with exponential power delay
spectrum and 1 chip inter-tap-delay is used. The impulse re-
sponses are updated 10 times per slot. The instantaneous chan-
nel coefficients are estimated on the received signals by de-
spreading the pilot sequence. The signal covariance matrices
are based on the correlation of these coefficients, whereas the in-
terference covariance matrices are computed by correlating the
received signal. For the averaging, a slotwise recursive filter
with forgetting factor 0.99 is employed. The number of RAKE
fingers was limited to 8. Only signals, whose SINR or power,
respectively, is larger than 10dB below the best signal are as-
signed a RAKE finger.
The results are given in terms of raw bit error rates versusEb=N0

per receive antenna.

B. Spatial Configurations

For the sake of convenience, only 2 users are simulated3. Both
are received with the same average power. Three different spa-
tial configurations are chosen and depicted in figure 5. The fixed
beams introduced in section II-B are also added.
In the first scenario, the two users are spatially well separated,

which usually is a trivial task for beamforming algorithms. In
addition, the direction of the desired signal is fully aligned with
a beam. The others are worst-cases in the sense of section II-B.
Scenario 2 shows two users which are very close to each other
within one fixed beam, where the desired user still arrives in
the center of a beam. In scenario 3, the desired user impinges

2UMTS Terrestrial Radio Access, Frequency Division Duplex Mode
3There will not be a large number of high data rate users in a sector. In addi-

tion, high data rate users, which are spatially well separated, are shown not to
be critical in the next section



  1

  2

  3

  4

  5

  6

−90

−60

−30

0

30

60

90

scenario 1 and 2: 30°/−30° and 26°

  1

  2

  3

  4

  5

  6

−90

−60

−30

0

30

60

90

scenario 1: 0°/10°

desired signal   
interferer signal

Fig. 5. Simulated 2-user scenarios

Common
environment UTRA FDD uplink

spreading factor 8
chip rate 3.84Mchips/s

carrier frequency 2GHz
user/interferer power f0dB; 0dBg

fading type Rayleigh
Doppler spectrum Jakes

velocity 120km/h
signal DOAs f30o; 30o; 0og

interferer DOAs f�30o; 26o; 10og
oversampling none
power control none

array type 6-ULA �=2
fixed beams f�50o;�30o;�10og

Ideal Realistic
angular spread 0o 5o

tap delays [chips] 0 f0; 1; 2; 3g
tap powers [dB] 0 f0;�3;�6;�9g
channel updates 1 per slot 10 per slot

channel estimation ideal real
covariance estimation ideal real

RAKE fingers 1(2) 8
RAKE threshold - -10

TABLE I

SIMULATION PARAMETERS

from the middle between 2 fixed beams, while the interferer is
received from the center of the adjacent beam.
The angular spread of the desired and the interferer signal is0o

for the analysis and5o for the simulations in section V.
The most important simulation parameters are summarized in
table I.

IV. A NALYSIS

The environments described in the previous section are now
used to analyze and compare the beamforming algorithms,
where we make use of the ideal assumptions for the sake of clar-
ity.

A. Eigen Beamformer

The receiver structure of the eigen beamformer was presented
in section II-A. The eigen signals~rW (t) can be expressed as

~rW (t) =WH � ~r(t) (3)

The covariance matrices of the signal and noise component in
the eigen domain are

R
(W )
xx =WH �Rxx �W ; R

(W )
nn =WH �Rnn �W (4)
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Fig. 6. Ideal Assumptions; Desired signal:30
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and the SINRi on the eigen signali is

i =
~wH
i �Rxx � ~wi

~wH
i �Rnn � ~wi

(5)

where~wi is theith column of the matrixW.
If ~wi are chosen to be theKa eigen vectors of the generalized
eigen value problem

Rxx � ~wi = i �Rnn � ~wi (6)

both covariance matrices in equation (4) become diagonals and
eachi is maximized [7]. Since an angular spread of0o was as-
sumed, the desired signal components~x(t) of the aperture sig-
nals~r(t) are fully correlated and the SINR is concentrated on
only one eigen signal. Hence,Kf = 1 finger signal is sufficient
to describe the complete signal space.

Figures 6, 7 and 8 depict the bit error performance for the
three spatial scenarios. In scenario 1, the two users can be spa-
tially resolved, the interferer can be nulled and the bit error char-
acteristic runs on the single user reference over the complete
Eb=N0 range.
In scenario 2, we have to distinguish between high and low
Eb=N0 ranges. In the lowEb=N0 region, the interferer is cov-
ered by the noise and the bit error characteristic again runs on the
single user reference. When the noise levelN0 gets lower, the
interferer becomes visible. Then, the eigen beamformer asymp-
totically nulls this interferer. At the same time, the antenna gain
decreases due to the limited spatial resolution and the limited de-
grees of freedom. Hence, the curve converges towards a shifted
version of the single user reference.
For the eigen beamformer, scenario 3 is not of special interest.
The spatial resolution of the two users is better than in scenario
2, i.e. the distance to the single user reference in the highEb=N0

region is smaller.

B. Fixed Beamformer

In section II-B, the structure of the fixed beamformer was de-
scribed. Equivalent to the previous section, the beam signals
~rT (t), the signal and noise covariance matricesR(T )

xx andR(T )
nn

and the SINRi on beami are

~rT (t) = T
H � ~r(t) (7)
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R
(T )
xx = TH �Rxx �T ; R

(T )
nn = TH �Rnn �T (8)

and

i =
~tHi �Rxx � ~ti
~tHi �Rnn � ~ti

(9)

where~ti is theith column of the matrixT.
It is obvious, that the covariance matrices in the beam domain in
general do not have diagonal structure. Furthermore, the SINR
is not maximized, which was the case for the eigen beamformer.
Nevertheless, to some extend the ABT provides SINR concen-
tration and decorrelation.
In scenario 1, fixed beamforming leads almost to the same per-
formance as the eigen beamforming in the depicted range. The
side lobes of the fixed beams are low, so that signals outside the
main lobe are well suppressed.
In scenario 2, the fixed beamforming and eigen beamforming
curves also overlap in the lowEb=N0 region, since again the in-
terferer is covered by the noise. However, in the highEb=N0

region the characteristic of the fixed beamformer runs into an
error floor, as the interferer cannot be cancelled. In both scenar-
ios,Kf = 1 finger signals are sufficient due to the alignment of
the signal direction with a beam.
This is not the case for scenario 3. If only one beam signal is
selected, the antenna gain would severely degrade (cf. figure 5).
Hence, both adjacent beams are chosen (Kf = 2). Neverthe-
less, a loss of approximately 1dB remains4 in the lowEb=N0

region. Like in scenario 2, we again see an error floor.

C. Hybrid fixed/eigen Beamformer

The receiver structure of the hybrid technique is explained in
section II-C. TheKb�Ka transformTH and the decimator in
figure 4 can be summarized to a decimatedKc�Ka transform
T
H
dec, whereTdec contains that columns ofT corresponding to

theKc selected beam signals~rD(t). Then, theKc eigen signals
~rW (t) can be expressed as

~rW (t) =WH �THdec � ~r(t) (10)

4Due to the increasing beam width at the sector edges, this loss is smaller
between the other beams. Other ABT are possible which provide a better sec-
tor coverage, e.g. a larger numberKb of beams, wider beams, non-uniformly
spaced beams etc.
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whereWHnow is aKc�Kc transform. TheKc�Kc covariance
matrices estimated on theKc selected beam signals are

R
(D)
xx = THdec �Rxx �Tdec ; R

(D)
nn = THdec �Rnn �Tdec (11)

The EVD operates on these matrices. Equivalent to equation (5),
the SINRi an the eigen signali is

i =
~wH
i �THdec �Rxx �Tdec � ~wi

~wH
i �THdec �Rnn �Tdec � ~wi

(12)

where~wi is theith column of the matrixW.
In order to cancel a single interfering signal, at least two dimen-
sions are required. Therefore, the decimator is adjusted to select
Kc = 2 beam signals in all three scenarios, namely the30o; 10o

directions in the first two scenarios 1 and 2 and the10o;�10o

directions in scenario 3.
As expected, the differences between this setting and the other

methods is negligible in scenario 1. Hence, the hybrid beam-
former would choose the bypass mode for users with such inter-
ference situations, i.e. it switches to simple fixed beamforming.
However, scenario 2 shows the advantage of the hybrid tech-
nique. While the fixed beamformer runs into an error floor, the
hybrid method exploits the correlation betweenKc = 2 beam
signals in order to asymptotically null the interferer. Like in the
eigen beamforming case, the curve converges towards a shifted
version of the single user reference. This shift is larger than for
the eigen beamformer, since onlyKc = 2 degrees of freedom
are available for nulling (the eigen beamformer uses allKa = 6
degrees of freedom).
In the lowEb=N0 region of scenario 3, the same degradation
as in the fixed beamformer is observed. The reason for that is
given in the previous section. The error floor in the highEb=N0

region is also avoided here. Due to the better spatial separation,
the difference to the eigen beamformer is lower in this scenario.
Note, that in contrast to the fixed beamformer,Kf = 1 finger
signal is sufficient.

V. SIMULATION RESULTS

In this section, the described methods are compared using a
more realistic parameter setting (cf. table I). The spatial scenar-
ios are the same as in the previous section. However, an angular
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spread of5o was considered. The matched filter bound for the
employed Rayleigh fading channel [3] is added as a single user
reference. The most important differences compared with fig-
ures 6-8 are in principle:

� The curves are steeper due to more diversity provided by the
channel.
� All curves run into an error floor, since the channel is not con-
stant over one slot.
� Compared with the single user bound, we also get degrada-
tions in lowEb=N0-regions due to noisy channel estimates.

Considering these principle differences, we observe that these
results underline the insights discussed in the previous section.
Some slight differences are commented in the sequel.
In the simplest scenario 1, the hybrid and the eigen beamformer
degrade much more than the fixed beamformer in highEb=N0-
regions. The reason is, that both try to estimate noise and in-
terference properties. However, their power is very low, so that
the relative error due to non-ideal covariance estimation is high.
The eigenvalue decompositions suffer from numerical problems
in this case.
Another interesting aspect is, that the points, where the curves
start to diverge, shift to the right. The non-zero angular spread
and the real channel estimation complicate the nulling of the in-
terferer.
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VI. CONCLUSIONS

In this article, the simple fixed beamformer and the adaptive
eigen beamformer are combined to a hybrid beamforming tech-
nique. In this scheme, the eigen beamformer operates on beam
signals, which are the output of a fixed beamforming network.
As the latter serves as a spatial prefilter, the dimension of the
eigen beamformer can be reduced. Hence, the trade-off between
performance and complexity can be adjusted for each user sep-
arately depending on its effective interference situation.
Simulation results based on the UTRA FDD uplink are pre-
sented comparing the hybrid technique with the two stand-alone
algorithms. Ideal as well as more realistic parameter settings
are taken into account. For spatially separated users, the fixed
beamformer achieves almost the same performance as the eigen
beamformer over a wideEb=N0 range. For such users, the hy-
brid beamformer chooses the bypass mode, which is equivalent
to the simple fixed beamformer structure. If the spatial separa-
tion gets worse, the hybrid technique increases the complexity
and therewith its adaptivity. By this means, the hybrid method
clearly outperforms the fixed beamformer and approaches the
performance of the eigen beamformer, whereas the complexity
is lower than with the eigen beamformer.
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